The decision tree was then used to derive the set of production rules that follow.
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Rule 2: The left-hand side contains a test position 3 = B, the right-hand side gives the class as +A. The program predicts that this classification will be correct for 63% of the cases.  Rule 1 and Rule 3 can be interpreted in a similar way.  This set of rules was then evaluated on the training cases with the resulting statistics shown below.  
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The statistics for the first rule (Rule 2) can be interpreted as: the rule with 1 test in its left-hand side and a predicted error of 37.0% was used 3 times in classifying the training cases.  All of the cases that satisfied the rule's left-hand side did in fact belong to class +A, so there were no errors on this set.  The section headed "Advantage" shows what would happen if this rule were omitted from the list.  Each entry of a(b|c) indicates that, if the rule was omitted, b cases now classified correctly by this rule would be classified as incorrectly, and c cases now misclassified by this rule would be correctly classified by the subsequent rules.  Thus the default, the net benefit of retaining the rule is a = b – c.3  Hence, if rule 2 was omitted, 3 cases now classified correctly by this rule would be classified as incorrectly, and 0 cases now misclassified by this rule would be correctly classified by the subsequent rules and the advantage is 3-0 = 3.  Following the report on each rule there is a summary and a confusion matrix showing where the misclassifications of the training cases occur3.    

The set of production rules was then evaluated on the 14 unseen test cases.  The performance of each rule is summarized as shown. 
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On the whole, the production rule classification model has 6 errors on the test cases versus 5 for the decision tree classifier, but the numbers are too small for the comparison of performance of the two models.  This preliminary test illustrates how the two principal programs of the C4.5 system can be used to generate decision trees and production rules for protein motif sequences.
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